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Abstract—This paper addresses the problem of representing the speech signal using a set of features that are approximately statistically independent. This statistical independence simplifies building probabilistic models based on these features that can be used in applications like speech recognition. Since there is no evidence that the speech signal is a linear combination of separate factors or sources, we use a more general non-linear transformation of the speech signal to achieve our approximately statistically independent feature set. We choose the transformation to be symplectic to maximize the likelihood of the generated feature set. In this paper, we describe applying this nonlinear transformation to the speech time-domain data directly and to the Mel-frequency cepstrum coefficients (MFCC). We discuss also experiments in which the generated feature set is transformed into a more compact set using a maximum mutual information linear transformation. This linear transformation is used to generate the acoustic features that represent the distinctions among the phonemes. The features resulted from this transformation are used in phoneme recognition experiments. The best results achieved show about 2% improvement in recognition accuracy compared to results based on MFCC features.

I. INTRODUCTION

The purpose of this work is to construct approximately independent basis for the speech signal. Starting from early researchers of audio perception, like Helmholtz [1], it was observed that the environment that we live in has been a major shaping factor to the development of our perception. Within a decade of the development of information theory by Shannon [2], its concepts were used to express the perceptual processes. Attneave observed that perceptually important information on natural images are the edges of objects in the image [3]. Barlow explored a possible structure of our neural system to perform such optimizations [4]. He suggested that the sensory mechanism performs sparse or factorial coding [5], [6]. Sparse coding is the decomposition of the signal that results in compression of signal energy into the smallest possible number of coefficients, and factorial coding is the decomposition that strives for the coefficients that are as mutually independent as possible. Bell and Sejnowski used modern information theory optimization algorithms to sparsely analyze natural images [7], [8]. They developed an algorithm for separating the statistically independent components of a data set through unsupervised learning. The algorithm belongs to the independent component analysis algorithms. These algorithms can be considered as a generalization of the principal component algorithm in order to separate the higher-order dependencies in the input, in addition to the second-order dependencies. Independent component analysis has an inherent assumption that the independent components are combined linearly, and hence can be separated by linear transformation.

Physically all sounds including the speech signal are a series of pressure changes in the medium between the sound source and the listener. The objective of signal analysis is to produce a parameterization of the speech signal suitable for automatic speech recognition or coding. Signal analysis for recognition aims at separating information relevant for the recognition task from irrelevant information (e.g. speaker or channel characteristics), reducing the amount of data that is presented to the speech recognizer, and satisfying the constraints imposed by the speech recognizer on the speech representation.

Speech data can be parameterized in many different ways. The two main approaches are some type of coding — usually linear prediction — of the time domain, and direct sampling of domains other than the time domain, usually the frequency or cepstral domains. Hirano and Kawahara noted that the function of the basilar membrane is similar to a wavelet transform of the signal, and developed a special class of wavelets known as the "auditory wavelet transform" based on the impulse response of the cochlea at 1400 Hz [9]. In all of these approaches, the input speech samples are windowed and the resulting speech segments termed frames. The data analysis is then executed on each frame, which corresponds to single observations with regard to a hidden Markov model (HMM).

In many coding schemes, such as filter bank data obtained by sampling the short-time Fourier spectrum (STFS) nearby frequencies within the same observation are also highly correlated, inconsistent with using a diagonal covariance matrix to model conditional PDFs in HMM recognizers. To remove some of this correlation, cepstral coefficients can be used instead of straight filter bank data. The cepstrum is obtained by taking the discrete cosine transform (DCT) of the log of the Fourier transform of the data. The DCT approximates a Karhunen-Loève transform for a Gaussian-Markov random process. This eliminates some of the correlation between the individual parameters of a single observation frame, fitting the data more closely to the diagonal covariance assumption.

No matter what analysis method is used, the speech data is highly correlated between adjacent frames. To account for this correlation in the context of an HMM and its assumption of independence between observations, first, and sometimes higher-order derivatives, are often included in the speech parameterization. Experiments have also been done where the parameters of the previous frame are included in the current frame, also trying to account for the correlation between adjacent vectors [10]. These types of additions have been shown to give improved recognition over baseline models, possibly indicating a better match
between the speech data and the HMM assumption. However, this improved performance comes at the expense of violating the diagonal covariance assumption by using features that are explicit functions of other features in the same feature vector.

Representing the speech signal in terms of independent components will result in a better satisfaction of the diagonal covariance assumption, a common assumption in practical Gaussian mixture HMMs. The Gaussian mixture HMM is the most successful speech recognition model up to now [11], [12], but using the full covariance matrix is impractical due to the high dimensionality of the feature vector.

The diagonal covariance mixture of Gaussians probabilistic model of the speech signal is the correct model only if conditionally independent components of speech are used as the input features of the recognizer. The conditioning is on the state level in case of using a single Gaussian for each state, and on the Gaussian component level in the case of a mixture Gaussians model. A mixture of diagonal covariance Gaussians is able to represent some correlation among the measurement dimensions, but the flexibility of a mixture Gaussian model is limited by the number of mixtures.

In this work, independent component analysis (ICA) is used to extract the independent components of speech signal. We argue that these components will be better approximated by diagonal covariance Gaussian mixture models than the acoustic features currently used in speech recognition.

In this work, we introduce a generalization of the independent component analysis approach. We describe an algorithm that separates components that are non-linearly combined together. Our algorithm does not have the limitation of most independent component analysis algorithms that prior information about the component probability density functions has to be known. Due to the symplectic property of the transformation, the output components are the maximum likelihood solution of the problem of finding the deterministic transformation of the input data to components that are modeled by a given joint PDF model that assumes independence of these components. We apply our nonlinear ICA approach to the speech signal. In this application, a best basis of the speech signal is selected by finding its independent components. We test using the coefficients generated by our algorithm in recognition on the TIMIT speech database. This application of ICA is an attempt to design a flexible signal processing technique tailored for the speech signal that competes with the current popular time-frequency analysis techniques. It provides basis signals that are learned from the training data directly. This approach to speech signal analysis may decrease the gap between the properties of the speech signal representation and the assumptions made about it in probabilistic models of speech used in recognition systems like hidden Markov model (HMM) [13] [14].

The organization of this paper is as follows. Section 2 discusses principal component analysis and its extension to independent component analysis. In section 3, our independent factor analysis approach based on nonlinear symplectic transformation is described. The application of this transformation to the speech signal is illustrated in section 4. In section 5, experiments on phoneme recognition using the TIMIT speech database are presented. Finally, the conclusion and future work are described in section 6. In this paper, a subscript is used as an index of a component of a random vector, and a superscript is used as an index of a realization of the random vector. Capital letters are used to denote the random variables and the corresponding small letters to denote their realizations.

II. Component Analysis

The first stage in many pattern recognition and coding tasks is to generate a good set of features from the observed data. The set should be compact and capture all class discriminating information in case of recognition and all information needed to reconstruct the observed data with sufficient quality in case of coding. Features that contain little or no information should be avoided since they increase the computational load and the storage and transmission requirements without improving the performance. One of the powerful techniques for extracting structure from high-dimensional data is principal component analysis.

A. Principal Component Analysis

Principal component analysis, and the closely related Karhunen-Loève transform are classic techniques in statistical data analysis, feature extraction, and data compression [15]. Given a random vector \( X \) and a number of observations from this random vector, no explicit assumptions on the probability density of the vectors are made in PCA, as long as the first- and second-order statistics can be estimated from the observed data. Also, no generative model is assumed for the vector \( X \), but there are extensions to PCA like probabilistic principal component analysis (PPCA) [16] that associate a generative model with PCA. In the PCA transform, the vector \( x \) of length \( n \) is first centered by subtracting its mean. Next, \( x \) is linearly transformed to another vector \( y \) with \( m \) elements, \( m < n \), so that the redundancy induced by correlation is removed. This is done by finding a rotated orthogonal coordinate system such that the elements of \( x \) in the new coordinates become uncorrelated. The vector is projected in this new coordinate system to the subspace consisting of the directions along which the vector has maximum variance. The transform is constructed from the eigenvectors of the sample covariance matrix with maximum corresponding eigenvalues. This transform is the unique unitary transform of dimension \( m \) such that the elements of \( y \) are uncorrelated and the variance of \( y \) is maximized. PCA is a linear technique, so computing \( y \) from \( x \) is not computationally expensive, which makes real-time processing possible.

Since there are many sources of variability in speech features and some of them are irrelevant to linguistic information, selecting the direction of maximum variance for
projection does not always minimize the recognition error [17]. In order to maximize linguistic relevance, many speech recognizers use linear discriminant analysis (LDA) instead of PCA. LDA calculates the principal components of the Fisher covariance matrix of the classes corresponding to the speech units [18], [19].

\[ S_{wb} = W^{-1}B, \]

where \( W \) is within-class scatter, and \( B \) is the between-class scatter [15].

LDA tries to improve the linear separability of the classes by finding the linear transform that maximizes the ratio of the determinant of between-class covariance and the determinant of the average within-class covariance [15]. Given a set of \( N \) independent observation vectors \( \{x^j\}_{1 \leq j \leq N}, x^j \in \mathbb{R}^p \), each of them belongs to only one class \( j = 1, \cdots, J \). Let each class \( j \) be characterized by its mean \( \mu_j \), covariance matrix \( \Sigma_j \), and observation count \( N_j \). The within-class scatter is given by

\[ W = \frac{1}{N} \sum_{j=1}^{J} N_j \Sigma_j, \]

and the between-class scatter is given by

\[ B = \frac{1}{N} \sum_{j=1}^{J} N_j \mu_j \mu_j^T - \mu \mu^T, \]

where \( \mu \) is the global mean of the observations. The goal of LDA is to find a linear transformation characterized by the matrix \( \theta \) such that

\[ J(\theta) = \frac{\theta B \theta^T}{|\theta W \theta^T|}, \]

is maximized. Maximization of Equation 4 can be formulated as PCA of Fisher covariance matrix or as a maximum likelihood estimation problem [20]. In [18], using PCA analysis had no effect on the phoneme classification accuracy on OGI numbers database. LDA improved the phoneme classification on the same task by 0.7%.

LDA assumes that all the within-class covariance matrices are approximately the same. This makes it inappropriate for problems like speech recognition, in which the classes have unequal within-class covariance matrices. Heteroscedastic LDA (HLDA) is an extension to LDA that removes this constraint [20]. In HLDA, the objective function to be maximized is

\[ J(\theta) = \frac{|\theta B \theta^T|}{\prod_{j=1}^{J} |\theta \Sigma_j \theta^T|^{N_j}}. \]

This maximization can be formulated as a maximum likelihood estimation problem for normal populations with common covariance matrix in the rejected subspace. An alternative interpretation of HLDA as a constrained maximum likelihood projection for a full-covariance Gaussian model is introduced in [21] and called heteroscedastic discriminant analysis (HDA). A maximum likelihood linear transform (MLLT) which turns out to be special case of HLDA when the input and output dimensions are the same was introduced in [22]. In [21], HDA made no improvement in word recognition, but made a significant improvement when used in combination with MLLT. The non-linear independent component analysis introduced here can be shown to be a generalization of the MLLT to non-linear transforms. This is due to the fact that the empirical estimate of the objective function to be minimized in our work is actually the negative of the empirical estimate of the likelihood in MLLT approach. As the problem is formulated, we will show the equivalence of minimizing the mutual information of the output components and maximizing the likelihood of the likelihood of the outputs.

B. Independent Component Analysis

ICA defines a generative model for the observed multivariate data [23], [24]. This data is typically given as a large database of samples. In the model, the data variables are assumed to be linear mixtures of some unknown latent variables, and the mixing system is also unknown. The latent variables are assumed non Gaussian and mutually independent, and they are called the independent components of the observed data. These independent components, also called sources or factors, can be found by ICA.

The goal of ICA is to estimate the independent sources and the mixing coefficients given only observations that are a linear mixture of the latent independent source signals. In contrast to PCA, ICA not only decorrelates the sources but also reduces higher-order statistical dependencies, attempting to make the components as independent as possible.

The data analyzed by ICA could originate from many different kinds of application fields, including digital images and document databases, as well as economic indicators and psychometric measurements. In many cases, the measurements are given as a set of parallel signals or time series; the term blind source separation is used to characterize this problem. Typical examples are mixtures of simultaneous speech signals that have been picked up by several microphones, brain waves recorded by multiple sensors, interfering radio signals arriving at a mobile phone, or parallel time series obtained from some industrial process.

The goal of ICA algorithms is to find the linear transformation \( W \) of the dependent observation vector \( X \) that makes the outputs as statistically independent as possible. This means to minimize the mutual information of the output vector \( Y \), since

\[ I(Y) \geq 0, \]

with equality if and only if the output vector components are statistically independent.

There are many approaches to solving the ICA problem, including the information maximization approach, Maximum likelihood estimation, Negentropy maximization, Higher-order moments and cumulants approxima-
tions of differential entropy, and nonlinear PCA. In [25], it is shown that all these different approaches lead to the same iterative learning algorithm.

ICA has been used in speech recognition applications when there is a background auditory source other than the speaker. [26], [27]. It was used also in developing features for speaker recognition [28], and speech recognition [29], [30], [31]. Factor analysis also was used to model the covariance matrix of the Gaussian mixtures of HMM recognizers in [32].

III. NONLINEAR INDEPENDENT COMPONENT ANALYSIS

As stated in the previous section, ICA algorithms assume that the components are mixed linearly to generate the observation data. However, in many interesting applications, this assumption is unjustified or unacceptable. An example is the time-domain speech signal that has some components that are additionally combined like voicing, aspiration, and frication sources and others are nonlinearly combined together like excitation source and vocal tract filter information that are convolutionally combined. In the cepstral domain, coarticulation effects and additive noise are examples of independent sources in the speech signal that are nonlinearly combined with the information about the vocal tract shape that is important for recognition. The source-filter model proposes that the excitation signal and the vocal tract filter are linearly combined in the cepstral domain, but the source-filter model is unrealistic in many cases, especially for consonants. Time-varying filters and filter-dependent sources result in nonlinear source-filter combination in the cepstral domain [33].

In this paper, an extension of the ICA algorithms to nonlinearly mixed sources is introduced. Our goal now is to find the mixing functions and the independent components given the observations. Since the components are statistically independent, we have to find the solution that minimizes the mutual information of the output components, $I(Y)$ [34]. However, to have a well-defined optimization problem, we need some restrictions on the nonlinear function or a criterion that the solution should optimize.

A. Problem Formulation

The mutual information is a function of the output differential entropy,

$$I(Y) = \sum_{i=1}^{n} H(Y_i) - H(Y),$$

(6)

where $n$ is the number of components of the output vector, and $Y_i$ is the $i$th component of the vector $Y$.

For a continuous random vector $Y \in \mathbb{R}^n$, the mutual information is invariant to scaling but differential entropy is sensitive to it. To avoid this scale-sensitivity problem, and the need of having an estimate of the joint probability density function to calculate the differential entropy of the output vector, we choose to keep the output differential entropy equal to the input differential entropy, $H(Y) = H(X)$, while minimizing $\sum_{i=1}^{n} H(Y_i)$ to minimize the mutual information of the output vector.

It will be shown also that this choice leads to minimizing the negative of the empirical function used in maximizing the likelihood of the output vectors. This means that this approach produces a maximum likelihood transform under the constraint of the output components independence.

The relation between the output differential entropy and the input differential entropy is in general [35],

$$H(Y) \leq H(X) + \int_{\mathbb{R}^n} P(x) \ln \left( \operatorname{det} \left( \frac{\partial f(x)}{\partial x} \right) \right) dx,$$

(7)

where $P(x)$ is the probability density function of the random vector $X$, for an arbitrary transformation, $y = f(x)$, of the random vector $X$ in $\mathbb{R}^n$, with equality if $f(x)$ is invertible, and

$$\operatorname{det} \left( \frac{\partial f}{\partial x} \right) = 1.$$

(8)

Equation 8 is satisfied by any volume-preserving map. Symplectic maps are a class of volume-preserving maps with useful properties [36]. An interesting property of any non-reflecting symplectic transformation from $x$ to $y$ is that it can be represented using a scalar function $g(.)$ such that [37],

$$y = x - J^{-1} \frac{\partial g(u)}{\partial u};$$

$$u = \frac{x + y}{2};$$

$$J = \begin{bmatrix} 0 & -I \\ I & 0 \end{bmatrix};$$

$$J = -J^{-1}$$

(10)

where $I$ denotes the identity matrix in $\mathbb{R}^{n/2}$. The gradient is to be taken with respect to the argument $u$. Now the nonlinear ICA problem can be formulated as the problem of finding the function $g(u)$ that minimizes $\sum_{i=1}^{n} H(Y_i)$ under the constraint that $H(Y) = H(X)$ guaranteed by the symplectic map. The minimum of this sum, $H(X)$, is independent of the symplectic map parameters, as for any random vector $X$,

$$\sum_{i=1}^{n} H(Y_i) \geq H(Y).$$

(11)

We use a multi-layer feed-forward neural network to get a good approximation of the scalar function $g(u)$ [38]. The parameters of this network are optimized to minimize $\sum_{i=1}^{n} H(Y_i)$ under the constraint $H(Y) = H(X)$.

$$\hat{W} = \arg\min_{W} \sum_{i=1}^{n} H(Y_i)$$

(12)
where \( W = (A, B), \)

\[
g(u, A, B) = \sum_{j=1}^{M} b_j S(a_j u)
\]

(13)

where \( S(\cdot) \) is a nonlinear function like sigmoid or hyperbolic tangent, \( a_j \) is the \( j \)th row of the \( M \times n \) matrix \( A \), and \( b_j \) is the \( j \)th element of the \( M \times 1 \) vector \( B \). The constant offset term that is usually used was omitted to have a zero input zero output map.

B. Efficient Estimation of The Objective Function

The objective function to be minimized is

\[
V = \sum_{i=1}^{n} H(Y_i).
\]

(14)

The differential entropy of a random variable is by definition the negative of the expectation of the logarithm of its probability density function

\[
H(Y_i) = -E[\log P(Y_i)], \text{ for } i = 1, 2, \cdots, n.
\]

(15)

Since we do not have the true probability density function of the random variable \( Y_i \), and all we can calculate is a finite set of realizations of this random variable \( \{y_1^i, y_2^i, \cdots, y_N^i\} \) of size \( N \), the expectation will be approximated by the sample mean of the given values of the random vector. This is justified by the weak law of large numbers which states that if the set \( \{y_1^i, y_2^i, \cdots, y_N^i\} \) are independent and identically distributed then \([35]\\n\]

\[
\frac{1}{N} \sum_{i=1}^{N} y^i \to E[Y], \text{ in probability as } N \to \infty.
\]

(16)

This gives the empirical estimate of the objective function as

\[
V_{emp} = -\sum_{i=1}^{N} \sum_{j=1}^{n} \log P(Y_j = y_j^i),
\]

(17)

where \( N \) is the number of samples used to estimate \( V_{emp} \). Again, we do not have the true probability density functions of each component, therefore we use a maximum likelihood parameterized estimate of these probability density functions.

This gives the final form of the empirical estimate of the objective function as

\[
V_{emp} = -\sum_{i=1}^{N} \sum_{j=1}^{n} \log P_{\lambda_j}(Y_j = y_j^i),
\]

(18)

where \( P_{\lambda_j}(Y_j) \) is the parameterized estimate of \( P(Y_j) \) defined by the parameters \( \lambda_j \) for \( j = 1, 2, \cdots, n \).

Minimizing this expression is equivalent to maximizing the estimated log likelihood of the output vectors, under the assumption that the features are independent. This means that this approach can be considered as a generalization of maximum likelihood approaches to ICA to the nonlinear mixing case. Maximum likelihood approaches to ICA are closely related to the MLLT introduced in \([22]\). The difference is mainly in replacing the output coefficients’ independence constraint of ICA by the diagonal covariance constraint of MLLT.

To calculate the gradient of the objective function with respect to the symplectic transformation parameters, we need to calculate its derivative with respect to each parameter. In general,

\[
\frac{\partial V_{emp}}{\partial a_{qr}} = -\sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial P_{\lambda_j}(Y_j = y_j^i)}{\partial a_{qr}} \frac{\partial y_j^i}{\partial y_j} = (\log P_{\lambda_j}(Y_j = y_j^i) + 1) |_{y_j^i=y_j},
\]

(19)

\[
\frac{\partial V_{emp}}{\partial b_{qr}} = -\sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial P_{\lambda_j}(Y_j = y_j^i)}{\partial b_{qr}} \frac{\partial y_j^i}{\partial b_{qr}} = (\log P_{\lambda_j}(Y_j = y_j^i) + 1) |_{y_j^i=y_j},
\]

(20)

for \( q = 1, 2, \cdots, n \) and

\( r = 1, 2, \cdots, M, \)

\[
\frac{\partial y_j^i}{\partial a_{qr}} = -h(j) \frac{\partial^2 g(u)}{\partial u_{j+h(j)\frac{1}{2}} \partial a_{qr}},
\]

(21)

\[
\frac{\partial y_j^i}{\partial b_{qr}} = -h(j) \frac{\partial^2 g(u)}{\partial u_{j+h(j)\frac{1}{2}} \partial b_{qr}},
\]

(22)

\[
h(j) = \begin{cases} 
-1 & \text{if } j \geq \frac{n}{2} \\
1 & \text{if } j < \frac{n}{2}
\end{cases}
\]

This formulation of the symplectic parameters evaluation as a minimization problem is ill-posed, as very small changes in the values of the parameters may lead to drastic changes in the objective function. The instability of the solution arises from the fact that the output is related to the input using an implicit form. Once the instability for a given set of data samples causes the absolute value of the symplectic parameters to be large, the output of the feedforward network saturates and becomes less dependent on the values of the symplectic parameters. This means that the algorithm will not converge and the effect of any additional input data sets will be minimal on the final values of the symplectic parameters. To make the problem well posed, the map from \( X \) to \( Y \) should be continuous and the map from \( X \) to \( g(\cdot) \) should be continuous also. If \( Y \) was represented as an explicit function of \( X \) using the feed forward neural network, the continuity of both maps will be forced by this representation. But due to the implicit function representation of the symplectic map, the value of \( y \) for a given \( x \) is estimated by an optimization problem and the map is no longer guaranteed to be continuous. The problem becomes well-posed by restricting
the set from which \(g(u)\) is chosen to some compact set \(G\). One can show by virtue of the operator inversion lemma [39], that in this case the problem of empirical risk minimization becomes well posed. One can show also that if \(g(u)\) is sufficiently well-behaved, i.e., has a finite covering number, the empirical objective function will converge to the actual objective function for increasing sample size \(N\), i.e.

\[
Pr \left( \sup_{g \in G} \left| V[g] - V_{emp}[g] \right| \geq \epsilon \right) \to 0
\]

for \(N \to \infty\) and \(\epsilon > 0\).

Vapnik and Chervonenkis show that such a condition is necessary and sufficient to give uniform convergence bounds [40]. Classical regularization theory provides a solution to this type of problem in which a function is to be approximated from sparse data [41]. It formulates the regression problem as a variational problem of finding the function \(g(u) \in G\) that minimizes the functional

\[
E_g = \frac{1}{N} \sum_{i=1}^{N} V_{emp}(x_i, y_i, g) + \lambda \|g\|^2_K, \tag{24}
\]

where \(\|g\|^2_K\) is a norm in a reproducing Kernel Hilbert Space \(G\) defined by the positive definite function \(K\), \(N\) is the number of data samples. The functionals of classical regularization lacked a rigorous justification for a finite set of training data. Vapnik has provided a general theory that justifies regularization functionals for learning from a finite set of data [42]. In the framework of structural risk minimization (SRM) suggested by Vapnik, [42], [43], we can define a structure using a nested sequence of hypothesis spaces \(G_1 \subset G_2 \subset \cdots \subset G_{l(N)}\) with \(G_m\) being the set of functions \(g(u)\) in the reproducing kernel Hilbert space (RKHS) with

\[
\|g\|_K \leq C_m, \tag{25}
\]

where \(C_m\) is a monotonically increasing sequence of positive constants. For each \(m\), we are supposed to minimize the empirical objective function subject to this constraint. This in turn leads to using the Lagrange multiplier \(\lambda_m\) and to minimizing

\[
\frac{1}{N} \sum_{i=1}^{N} V_{emp}(x_i, y_i, g) + \lambda_m (\|g\|^2_K - C_m^2),
\]

with respect to the symplectic parameters and maximizing with respect to \(\lambda_m \geq 0\). The solution of this optimization problem is the same as the solution for minimizing

\[
\frac{1}{N} \sum_{i=1}^{N} V_{emp}(x_i, y_i, g) + \lambda^*(N) (\|g\|^2_K - C_m^2),
\]

with respect to the symplectic maps, where \(\lambda^*(N)\) is the optimal Lagrange multiplier corresponding to the optimal element of the structure \(C_{l^*(N)}\).

In practice this structure is formulated by imposing a convex penalty term on some quantity, \(Q(g)\), related to \(g(u)\) which is not necessarily the norm of the function in the reproducing kernel Hilbert space [44]. This functional has to be convex and continuous. The value of \(\lambda^*(N)\) is usually chosen from a finite set of possible values or set to a constant value.

In this work, we used the square of the \(\ell_2\) norm of the symplectic parameters vector, \(W = (A, B)\),

\[
\|W\|^2 = \sum_{i=1}^{m} |w_i|^2, \tag{26}
\]

where \(w_i\) is the \(i\)th element of the vector \(W\), and \(m\) is the length of the vector, as the convex penalty and selected the optimal Lagrange multiplier \(\lambda^*(N)\) from a finite set of ten values. The value of \(C_{l^*(N)}\) also was selected from a finite set of four values.

IV. IMPLEMENTATION OF THE ALGORITHM FOR SPEECH PROCESSING

Initially both the values of the symplectic map parameters, \(W\), and the output vectors, \(y\), are unknown, so we choose an initial value of the symplectic map parameters, then we solve the symplectic map equation for the output vectors. Given the output vectors corresponding to the input data, we use the expectation maximization algorithm to calculate the parameters of the probabilistic model. Based on this model, the empirical objective function is estimated, and the symplectic map parameters are updated using a conjugate gradient based method. This sequence is repeated until a local minimum of the empirical estimate of the objective function is achieved.

A. ESTIMATION OF THE OUTPUT VECTORS

To solve the symplectic transformation relation for the output vector given the input vector and the symplectic map parameters, the problem is formulated as an optimization problem. The output of the symplectic mapping is calculated using the conjugate gradient algorithm. The conjugate gradient algorithm [45], is used to calculate the output vector \(y\) that achieves the unconstrained minimum of

\[
L(y) = \left\| y - x + J^{-1} \nabla g \left( \frac{x + y}{2} \right) \right\|^2. \tag{27}
\]

The updating rule at each iteration is

\[
y^{k+1} = y^k + \alpha^k d^k, \tag{28}
\]

The directions of the conjugate gradient algorithm are generated by

\[
d^0 = -\nabla L(y^0),
\]

\[
d^k = -\nabla L(y^k) + \zeta^k d^{k-1}, \tag{29}
\]

where \(\zeta^k\) is given by

\[
\zeta^k = \frac{\nabla L(y^k)^T \nabla L(y^k)}{\nabla L(y^{k-1})^T \nabla L(y^{k-1})}. \tag{31}
\]
The scaling factor, $\alpha^k$, of the direction in each iteration is selected based on limited minimization rule on the interval $[0, h]$

$$L(y^k + \alpha^k \Delta^k) = \min_{\alpha \in [0, h]} L(y^k + \alpha \Delta^k),$$  \hspace{1cm} (32)

using the golden-section search method. The algorithm is guaranteed to converge to a local minimum like all gradient-based optimization algorithms; because $L(y)$ is in general not a convex function of $y$, convergence to a global minimum is not guaranteed. In practice, for about 90\% of the input vectors, the algorithm converged in less than 5 iterations to a value of $L(y)$ less than 0.0001. Before using the regularization term in the objective function, the convergence of this algorithm was slow, and it sometimes failed to converge, when the input data consisted of time-domain speech samples.

The computational complexity of the algorithm for updating the output vectors in each iteration is $O((n + (n + 1)/M)N)$, where $n$ is the input vector length, $M$ is the number of hidden nodes in the neural network, and $N$ is the number of input vectors.

### B. Evaluation of The Parameters of The Symplectic Map

After calculating the output vectors corresponding to the initial map parameters, we use the conjugate gradient algorithm to find the set of the mapping parameters that minimize the regularized objective function $E_y$.

To be able to calculate the differential entropy of each component of the output $y$ and its gradient, we have to define a parametric form of the PDF of the output components. In our experiments, we used both the mixture of Gaussians and the generalized Gaussian probabilistic model for each component. The motivation of choosing these specific forms is that both are general enough to approximate any PDF from the exponential family, while the mixture of Gaussians is the better choice to approximate a multi-modal PDF. The mixture of Gaussians is usually used to model the conditional PDF of MFCC coefficients in speech recognition that is known to be multi-modal [46], while the generalized Gaussian is known to approximate well the PDF of the time-domain speech samples that is known to be unimodal [28]. In all experiments described in this work, we used both parametric forms and reported the one that gave the best results. The generalized Gaussian PDF gave better results for direct time-domain processing of the speech signal, while the mixture of Gaussians PDF gave better results for cepstral-domain experiments.

The mixture Gaussian model is given by

$$P(y_j) = \sum_{k=1}^{K} H_{jk} \frac{1}{\sqrt{2\pi}\sigma_{jk}} \exp \left( \frac{-(y_j - \mu_{jk})^2}{2\sigma_{jk}^2} \right),$$  \hspace{1cm} (33)

for all $j = 1, 2, \cdots, n$, where $H_{jk}$ is the weight of the $k$th Gaussian PDF in the mixture of Gaussians, $K$ is the number of Gaussian PDFs in the mixture of Gaussians, $\mu_{jk}$ is the mean of the $k$th Gaussian PDF in the mixture, and $\sigma_{jk}^2$ is the variance of the $k$th Gaussian PDF in the mixture, and the generalized Gaussian probability distribution model for each component is

$$P(y_j) = \frac{\omega(\beta_j)}{\sigma_j} \exp \left[ -c(\beta_j) \frac{(y_j - \mu_j)^2}{\sigma_j^2} \right],$$  \hspace{1cm} (34)

for all $j = 1, 2, \cdots, n$, where

$$c(\beta_j) = \frac{\Gamma \left( \frac{3}{2}(1 + \beta_j) \right)}{\Gamma \left( \frac{1}{2}(1 + \beta_j) \right)},$$  \hspace{1cm} (35)

and

$$\omega(\beta_j) = \frac{\Gamma \left( \frac{3}{2}(1 + \beta_j) \right)^{1/2}}{(1 + \beta_j)^{1/2} \Gamma \left( \frac{1}{2}(1 + \beta_j) \right)^{3/2}}.$$  \hspace{1cm} (36)

$\mu_j$ is the mean of $y_j$, $\sigma_{jk}^2$ is the variance of $y_j$, and $\beta$ is a measure of the kurtosis and a parameter that controls the distribution’s deviation from normality. In the case of the mixture Gaussian probabilistic model, the derivative of the probability density function is

$$\frac{\partial P(y_j)}{\partial y_j} = \sum_{k=1}^{K} H_{jk} \frac{1}{\sqrt{2\pi}\sigma_{jk}} \exp \left( \frac{-(y_j - \mu_{jk})^2}{2\sigma_{jk}^2} \right),$$  \hspace{1cm} (37)

and in the case of the generalized Gaussian distribution model, the derivative of the probability density function is

$$\frac{\partial P(y_j)}{\partial y_j} = -c(\beta_j) \frac{2}{1 + \beta_j} \left( \frac{y_j - \mu_j}{\sigma_j} \right)^{1-\beta_j-1} P(y_j).$$  \hspace{1cm} (38)

The parameters of these probabilistic models are calculated from the output data using the expectation-maximization (EM) algorithm [47]. We used the hyperbolic tangent function as the nonlinear function in the feed forward neural network approximation of the scalar function that is used in the symplectic map.

$$S(z) = \frac{e^z - e^{-z}}{e^z + e^{-z}}.$$  \hspace{1cm} (39)

Therefore, the derivatives of the output components with respect to the symplectic map parameters become

$$\frac{\partial y_j}{\partial a_{qr}} = \begin{cases} 
2h(j)b_j a_{j+h(j),r} g(a_q y_j)(1 - g^2(a_q y_j)) \frac{e^{y_j} + e^{-y_j}}{2} & \text{if } r \neq j + h(j) \frac{p}{2} \\
2h(j)b_j a_{j+h(j),r} g(a_q y_j)(1 - g^2(a_q y_j)) & \text{if } r = j + h(j) \frac{p}{2}
\end{cases}$$  \hspace{1cm} (40)

$$\frac{\partial y_j}{\partial b_q} = -h(j)a_{q+h(j),j} g(a_q y_j)(1 - g^2(a_q y_j)).$$  \hspace{1cm} (41)
Substituting the derivatives of the output components with respect to the symplectic map parameters and the derivatives of the probability density function with respect to the output components for both parametric PDF forms in Equations 19, 20, 21, and 22, we get the derivatives of the empirical objective function with respect to the symplectic parameters. Adding to these derivatives, the derivatives of the regularization term, we get the derivatives of the regularized objective function with respect to the symplectic parameters. Given these derivatives, we can use any gradient-based algorithm to update the values of the symplectic parameters. We chose the conjugate gradient algorithm due to its fast convergence compared to other gradient based methods. The computational complexity of the algorithm for updating the symplectic parameters in each iteration is \( O(3nK + (n + 1)M + n^2 MN^2) \), where \( n \) is the input vector length, \( M \) is the number of hidden nodes in the neural network, \( K \) is the number of Gaussian components in the mixture, and \( N = 1 \) for generalized Gaussian PDF, and \( N \) is the number of input vectors.

In the next section, we will provide experiments that used these implementations with the mixture of Gaussians and generalized Gaussian probabilistic models.

V. EXPERIMENTS AND RESULTS

Our approach to nonlinear ICA was applied to the speech signal. First, it was applied to the speech samples directly in the time domain, and then it was applied to the MFCC coefficients in the Cepstrum domain. The time domain processing of speech has applications in speech coding, prosody recognition, and speaker recognition, while processing of MFCC can be used in speech recognition.

In the direct time domain processing, the TIMIT speech database, with sampling rate at 16 KHZ, is downsampled to 8 KHZ and preemphasized. Each utterance of speech is divided to fixed-size frames of length 20 samples. Then 1000 of these frames are used at a time to update the values of the parameters of the symplectic transformation and the marginal probability density functions of the output components.

In the cepstral domain processing, the Mel-frequency Cepstrum Coefficients are calculated for 4500 utterances from the TIMIT database. The overall feature vector consists of 12 MFCC coefficients in the first two experiments in cepstral domain. The last experiment uses 12 MFCC coefficients, energy and their deltas. In both cases, this MFCC based feature vector is used as the input to our symplectic non-linear independent component analysis.

In each iteration, the output components are calculated using the current symplectic transformation parameters by using the symplectic mapping equation, then the maximum likelihood estimates of the marginal probability density functions of the output components are calculated using the EM algorithm. Then, the sum of the differential entropy of the output components is calculated and its gradient and the symplectic mapping parameters are updated such that this sum is minimized. After the iterative algorithm converges to a set of locally optimal symplectic parameters, the training data are transformed by the symplectic map yielding corresponding output coefficients. The output coefficients are compared to LPCC and MFCC coefficients in their coding efficiency, and to LDA, linear ICA, and MLLT in their recognition accuracy.

A. Coding Efficiency And Sparseness Of Output Coefficients

Coding efficiency of acoustic features that are used in speech recognition is receiving much more attention recently. This is due to the growing interest in distributed speech recognition systems especially over limited bandwidth networks like wireless networks. We used the empirical estimate of the differential entropy, \( V_{emp} \), as a measure of the number of bits required to code each coefficient. Table I compares the empirical estimate of the differential entropy of the coefficients obtained using nonlinear ICA algorithm in the time domain and the cepstral domain to the empirical estimate of the differential entropy of MFCC and LPCC coefficients. The table shows that coefficients that are generated by nonlinear ICA can be more efficiently coded than MFCC and LPCC coefficients.

Another important feature of the output coefficients that are generated by non-linear ICA is the sparseness of the output feature set. Sparseness is related to reducing the redundancy in the representation of the input signal. Given a dictionary of basis functions \( S_1(u), S_2(u), \ldots, S_m(u) \), sparse approximation techniques seek an approximation of a function \( g(u) \) as a linear combination of the smallest number of elements of the dictionary, that is, an approximation of the form:

\[
f_w(u) = \sum_{q=1}^{m} w_q S_q(u),
\]

with the smallest number of non-zero coefficients \( w_q \) [48]. The problem can be formulated as minimizing the following cost function

\[
E[w] = D(g(u), \sum_{q=1}^{m} w_q S_q(u)) + \epsilon \|w\|_{\ell_0},
\]

where \( D \) is a cost measuring the distance in some pre-defined norm between the true function, \( g(u) \), and our approximation, the \( \ell_0 \) norm of a vector counts the number of elements of that vector which are different from zero, and \( \epsilon \) is a parameter that controls the trade off between the sparseness and the goodness of the approximation. Unfortunately, it can be shown that minimizing this cost function is NP-hard because of the \( \ell_0 \) norm. Therefore, the \( \ell_0 \) norm is usually approximated by some other kind of norm like the \( \ell_2 \) norm.

In our work, we choose \( g(u) \) to be the scalar function in the symplectic mapping that generates the independent components of the input data, and \( D \) is taken as the sum of the differential entropy of these output components. We
choose also to use the $\ell_2$ norm. Comparing this optimization problem with the one we adopted in our algorithm, we find that they are identical and therefore our algorithm is expected to provide a relatively sparse representation of the scalar function $g(u)$. A sparse representation of $g(u)$ does not necessarily imply a sparse representation of the speech signal itself, but the two types of sparseness are related. To evaluate the sparseness of the signal representation using nonlinear ICA, we compare the output coefficients with coefficients of other transforms (MFCC, LPCC) by computing a measure of the sparseness of the feature vector itself.

One of the important measures of the sparseness of the output components is the kurtosis measure defined by

$$K(X) = E[(X - \mu_x)^4 / \sigma_x^4] - 3,$$  \hspace{1cm} (44)

where $\mu_x$ is the mean of the random variable $X$, and $\sigma_x^2$ is its variance. Kurtosis is proportional to the peakiness of the probability density function of the random variable [49]. The average value of the parameter $\beta$ of the generalized Gaussian probabilistic model can be used as a measure of the average kurtosis of the output components. In figure 1, the average value of the parameter $\beta$ for the output coefficients that result from processing the time-domain samples of speech is shown as a function of the number of iterations of the algorithm. In figure 2, the average value of the parameter $\beta$ when the speech signal is processed in the cepstral domain is shown as a function of the number of the iterations of the algorithm. The figures show that the nonlinear ICA algorithm tends to converge to output components with high kurtosis and therefore to increase the sparseness of the output coefficients. The figures also show that the nonlinear ICA algorithm with cepstral inputs tends to converge to output components with kurtosis higher than those obtained from nonlinear ICA in the time domain.

**B. Recognition Accuracy Of Output Coefficients**

There are many sources of variability in the speech signal, including linguistic information content, but also including speakers with different dialects and speaking styles, and environmental noise. Most acoustic features that have been successful in speech recognition try to model the speech signal as the convolution of the excitation signal and the vocal tract transfer function, and try to extract the vocal tract transfer function characteristics by linear predictive coding or homomorphic signal processing [50]. If linguistic and nonlinguistic information in the speech signal are independently distributed, nonlinear ICA is capable in principle of learning a mapping that approximately separates them, without the use of an explicit convolutional speech production model. In order to evaluate the success of nonlinear ICA in finding such a mapping, we performed many speech recognition experiments on the TIMIT database. The phoneme recognition accuracy achieved on TIMIT using the SUMMIT segment-based system with different features for different segments and boundaries was 75.6% and reported in [51]. The HMM speech recognizer in [52] used 12 MFCC coefficients, energy and their deltas as the acoustic features vector. It achieved a 73.7% phoneme recognition accuracy on TIMIT. While in [53], the phoneme recognition accuracy for the context-dependent models was 73.8% on TIMIT. A segment-based recognizer that was tested on TIMIT achieved a phoneme recognition accuracy of 69.5% in [54]. A speech recognizer based on recurrent networks achieved phoneme recognition accuracy of 73.4% on TIMIT in [55]. The results reported in this work like all previous results are recognition results that do not use the time alignments provided with the test data. On the other hand, phoneme classification experiments that use this time-alignment data can get classification results on TIMIT up to 81.7% as reported in [51] using heteroge-
nous measurements.

In our experiments, the 61 phonemes defined in the TIMIT database are mapped to 48 phoneme labels for each frame of speech as described in [53]. These 48 phonemes are collapsed to 39 phoneme for testing purposes as in [53]. A three-state left-to-right model for each triphone is trained using the EM algorithm. The number of mixtures per state was fixed to five. After training the overall system and obtaining the symplectic map parameters, the approximately independent output coefficients of the symplectic map are used as the input acoustic features to a Gaussian mixture hidden Markov model speech recognizer [56]. The parameters of the recognizer are trained using the training portion of the TIMIT database. The parameters of the triphone models are then tied together using the same approach as in [57].

To compare the performance of the proposed algorithm with other approaches, we generated acoustic features using LDA, linear ICA, and MLLT. We used the maximum likelihood approach to LDA [20] and kept the dimensions of the output of LDA the same as the input. We used also the maximum likelihood approach to linear ICA as described in [25] and briefly overviewsed in section 2. Finally we implemented MLLT as described in [22] and briefly overviewsed in section 2. All these techniques used a feature vector that consists of twelve MFCC coefficients, the energy, and their deltas as their input.

Testing this recognizer, using the test data in the TIMIT database, we get the phoneme recognition results in table II. These results are obtained by using a bigram phoneme language model and by keeping the insertion error around 10% as in [33]. The table compares these recognition results to the ones obtained by MFCC, LDA, linear ICA and MLLT.

It is clear that searching for the independent components of the speech signal can not separate information in the speech signal due to linguistic variations from information due to other variations in the time domain.

To improve the phoneme recognition accuracy in the time domain, the time domain, we used a linear model that maximizes an empirical estimate of the mutual information between the phoneme identities and the output coefficients [58]. These linear models were used on each component separately and therefore preserved the approximate independence property of the components generated by the nonlinear symplectic map. Using these features, generated by trying to maximize the mutual information, we trained the previously described HMM recognizer. As shown in table II, the phoneme recognition accuracy is improved by using this linear model, but still it falls behind the phoneme recognition accuracy achieved by MFCC acoustic features.

These results encouraged us to perform the nonlinear independent component analysis on the MFCC coefficients instead of the time-domain signal directly.

Three different kinds of experiments were done to test the phoneme recognition results based on the nonlinear ICA coefficients generated with MFCC inputs. First, the twelve cepstrum coefficients were used as the input vector to the nonlinear component analysis algorithm, and the energy was added to the output coefficients. The resultant 13-coefficient feature vector was used to train the HMM recognizer. In the second experiment, we added the delta of the output coefficients and the energy to the acoustic vector that is used in the first experiment. The resultant 26-coefficient feature vectors were used to train the HMM recognizer. Finally, we used the twelve cepstrum coefficients, the energy, and their deltas as the input to the nonlinear independent component analysis algorithm, and used the 26 output coefficients as the acoustic vector that is used in phoneme recognition. As shown in table II, the best results were achieved by using the cepstrum coefficients, the energy, and their deltas as the input to the nonlinear symplectic map and using the output of the map as the acoustic feature vector for the phoneme recognizer.

Comparing the phoneme recognition results of the symplectic map in the cepstral domain to the results obtained using the symplectic map on the time-domain data, we find that the features obtained from the mapping of the MFCC features outperform those obtained from the time-domain data. Also, adding the delta coefficients to the MFCC coefficients increases the phoneme recognition accuracy by about 7%. As shown in table II, the MLLT performed the best among linear transforms with about 0.9% improvement over the MFCC-based feature vector. Comparing these results with the non-linear ICA algorithm in the cepstral domain, we find that non-linear ICA outperforms the best linear approach by 1% using the same length of the features vector.

<table>
<thead>
<tr>
<th>TABLE I</th>
</tr>
</thead>
</table>
| **AN ESTIMATE OF THE DIFFERENTIAL ENTROPY OF THE FEATURES**
| **PER COEFFICIENT** |
| **Acoustic Features** | **Average Number of Bits** |
| ICA in Cepstral Domain | 1.52 |
| ICA in Time Domain | 1.64 |
| MFCC | 1.77 |
| LPCC | 1.85 |

VI. DISCUSSION

In this work, we introduced a nonlinear symplectic independent component analysis algorithm. This algorithm can provide the maximum likelihood transform of the features under the independence constraint on the transformed features. This algorithm was applied to the speech signal in two different ways. First, it was applied to the time-domain speech data and the output coefficients' coding efficiency and phoneme recognition accuracy were evaluated. The coding efficiency was found to be improved by this nonlinear mapping compared to MFCC, and LPCC coefficients. Our objective function was compared to the objective function of the sparse approximation approaches and the proximity of the two solutions was highlighted. However, the phoneme recognition accuracy based on these coefficients was clearly less than that based on MFCC. This
TABLE II

<table>
<thead>
<tr>
<th>Acoustic Features</th>
<th>Recognition Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFCC</td>
<td>73.7%</td>
</tr>
<tr>
<td>Linear ICA</td>
<td>73.5%</td>
</tr>
<tr>
<td>LDA</td>
<td>73.8%</td>
</tr>
<tr>
<td>MLLT</td>
<td>74.6%</td>
</tr>
<tr>
<td>Non-Linear ICA (NICA) in Time Domain</td>
<td>61.2%</td>
</tr>
<tr>
<td>NICA in Time Domain</td>
<td>64.4%</td>
</tr>
<tr>
<td>After MMI Mapping</td>
<td>64.4%</td>
</tr>
<tr>
<td>NICA(Static MFCC) + Energy</td>
<td>68.7%</td>
</tr>
<tr>
<td>NICA(Static MFCC) + ΔNICA + Energy + ΔEnergy</td>
<td>71.2%</td>
</tr>
<tr>
<td>NICA(Static MFCC) + Energy + ΔMFCC + ΔEnergy</td>
<td>75.6%</td>
</tr>
</tbody>
</table>

means that blindly searching for the independent components of speech is not enough to be able to extract information correlated to the linguistic information contained in the speech signal, and, in case of the speech signal, independence is not the best criterion to extract meaningful components of the speech signal that are related to the actual sources of variations. This is, at least in part, because linguistic and nonlinguistic information are not entirely independent.

Second, we applied our algorithm to the MFCC features of the speech signal and its energy. Again, we compared the coding efficiency of the output coefficients to MFCC and LPC coefficients, and the phoneme recognition accuracy of the output coefficients to LDA, linear ICA, and MLLT. In this case, the coding efficiency is improved also compared to MFCC and LPC coefficients and even compared to non-linear ICA on time-domain data. Not only the coding efficiency but also the phoneme recognition accuracy is improved compared to MFCC, LDA, linear ICA, and MLLT. The best phoneme recognition accuracy is achieved when the MFCC, energy and their deltas are used as input to the nonlinear ICA algorithm. This can be attributed to the ability of the algorithm to find a better representation of the acoustic cues of different phonemes when provided with input features that have proved to be efficient in coding the acoustic information that is related to phonemes. The improvement due to this different representation over the input MFCC features that have the same amount of information about phonemes, is due to the approximate independence property of the new features that allow a more efficient probabilistic modeling of the conditional probabilities with the same model complexity. We can conclude from these results that starting with well-defined features for our goal, like MFCC for phoneme recognition, our nonlinear independent component analysis can provide us with a more sparse representation that improves both the coding efficiency of the coefficients and also the recognition accuracy. The work done here supports the idea that blind information-theoretic approaches for signal analysis can not replace signal processing techniques tailored for certain application, but it can improve the performance and increase the efficiency if used to augment traditional signal processing techniques.
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